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Vector

a column vector is an ordered list of scalars or numbers, represented by:

a=|" or a=(ay,...,ay)

an

= a; is the the ith entry (or element, coefficient, component) of vector a

» I is the index of the ith element a;

= number of elements n is the size (length, dimension) of the vector

= a vector of size n is called an n-vector; R" denote the set of real vectors of size n

= two vectors a, b are equal, denoted a = b, if the have the same size and
corresponding entries are all equal

vectors



Example

4 1
a=lsgls b= ;i
0.3 :

» ais a 4-vector, b is a 3-vector

third component of a is az = 3.3
= as, by does not make sense

= a is not equal to b since their dimension is different

vectors



Row vector and transpose

an row vector b of size n with entries b1, . .., b,, has the form:
b:[ bi by ... by, ]
= all vectors are column vectors unless otherwise stated
= other notation exists, e.g., b = [b1, ba, ..., by]
Transpose: the franspose of an n-column vector a is the row vector a®:
T
ay
az
aT = . = [ ap das an ]
an

= (.)Tis transpose operation
T) T

= (a = a (transpose of row vector is a column vector)

vectors



Block vectors, subvectors

Stacking
= Vvectors can be stacked (concatenated) to create larger vectors

= stacking vectors b, ¢, d of size m, n, p gives an (m + n + p)-vector

b
a=| ¢ =(b,c,d)=(bl,...,bm,cl,...,cn,dl,...,dp)
d

= We say that b, ¢, and d are subvectors or slices of a

» example:itb=1,¢c=(2,-1),d = (4,2,7),then (b,c,d) = (1,2,-1,4,2,7)
Subvectors slicing

= colon (:) notation can be used to define subvectors (slices) of a vector

= for vector a, we define a,.; = (a,,...,as)

= example: ifa = (1,-1,2,0, 3), then as.4 = (-1, 2,0)

vectors



Special vectors
Zero vector and ones vector
0=(0,0,...,0), 1=(1,1,...,1)

size follows from context (if not, we add a subscript and write 0,,, 1,,)

Unit vectors

» there are n unit vectors of size n, written e, €2, ..., e,
1 j=i
(ei)j = { o
0 j#i

= the ith unit vector is zero except its ith element which is 1
= example: for n = 3,

0
1

1 0
e = 0 , €2 = , €3= 0
0 1

0

= the size of ¢; follows from context (or should be specified explicitly)

vectors



e vectors

e vector operations

e matrices

® matrix operations

e determinant and inverse

e linear equations

Outline



Addition and subtraction

for n-vectors a and b,

ai; + by a; — by
as+b as—>b
a+b= 2' 2 , a—b= 2 2
a, + b, a, — b,
Example
0 1 1
71+ 2 (=109
3 0 3

Properties: for vectors a, b of equal size

= commutative:a+b =b+a

= associative: a + (b+c¢) =(a+b) +c¢

vector operations



Scalar-vector multiplication

for vector a € R" and scalar S:

ﬂa = (ﬂal’ﬁaz’ B ’Ban)

Properties: for vectors a, b of equal size, scalars 3, y

= commutative: Sa = a8
= associative: (By)a = B(ya), we write as Bya
= distributive with scalar addition: (8 + y)a = Ba + ya

= distributive with vector addition: B(a + b) = Ba + Bb

vector operations



Linear combination

a linear combination of vectors a1, . . ., a,, is a sum of scalar-vector products
Bray + Boas + -+ + Bram,

= scalars 51, . . ., B are the coefficients of the linear combination

= example: any n-vector b can be written as

b=bie1+ - +bye,

vector operations
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Matrix

a matrix is a rectangular array of scalars or elements written as

ail di2 ... dQdip

azy d22 ... d2p
A=

adm1 Am2 ... Amn

= numbers in array are the elements (entries, coefficients, components)

= a horizontal set of elements is called a row and a vertical set is called a column
= a;;isthe i, j element of A (i is row index, j is column index)

» Size (dimensions) of the matrix is m X n = (#rows) X (#columns)

= a matrix of size m X n is called an m X n matrix

a R™*" is set of m X n matrices with real elements

= elements a;; are called principal or main diagonal of the matrix

matrices 10



Example

0 1 -23 0.1 -
A=|13 4 -01 0], B:[12 0]
41 -1 0 17

s Aisa3 x4 matrix, Bis2 X 2
» the matrix A has four columns; B has two rows

for example, ass = —0.1, age = 4, but a4 is meaningless

= in A, the row index of the entry with value —2.3 is 1; its column index is 3

matrices



Matrix shapes

Scalar: a 1 X 1 matrix is a scalar

Row and column vectors
» a1l X n matrix is called a row vector

= ann X 1 matrix is called a column vector (or just vector)

Tall, wide, square matrices: an m X n matrix is
n talifm > n
s Wideifm <n

» squareifm =n

matrices



Matrix equality

A = B means:

» A and B have the same size

» the corresponding entries are equal

for example,

[;é} #[-2 -3.3]

since the dimensions don't agree

3 * 5]

since the 2nd components don’t agree

matrices



Columns and rows

an m X n matrix can be viewed as a matrix with row/column vectors

Columns representation

A=laiaz - ay] aij
each a; is an m-vector (the jth column of A) 4=
Amj
Rows representation
by
b
A= .
b. b; = [a;1 -+ ajnl
m

each b; is a 1 X n row vector (the ith row of A)

matrices



Block matrix and submatrices

= a block matrix is a rectangular array of matrices
= elements in the array are the blocks or submatrices of the block matrix

Example: a 2 X 2 block matrix
B C
a5 ¢

= submatrices can be referred to by their block row and column (C is 1, 2 block of A)
= dimensions of the blocks must be compatible

» if the blocks are

matrices



Slice of matrix

Apr Ap.r+l Aps
Ap+1,r Ap+l,r+1 0 Ap+ls
A _ r
p:q.ris = .
aqr ag,r+1 Ags

man(g—p+1) X (s—r+1) matrix
= obtained by extracting from A elements in rows p to ¢ and columns r to s

= from last page example, we have

1 4
A2:3,3:4=[5 4}

matrices 16



Special matrices

Zero matrix
= matrix with a;; = O for all i, j
= notation: 0 or 0, (if dimension is not clear from context)

n example:
0 0 O
O23=19 0 0

Identity matrix

= square matrixwitha;; = 1ifi = jand a;; = 0ifi # j
= notation: [ or I, (if dimension is not clear from context)
= columns of I, are unit vectors e, eq, . . ., e,; for example,

0
132 0 2[61 €9 63]
1

OO =
o = O

matrices 17



Structured matrices

matrices with special patterns or structure arise in many applications

Diagonal matrix

= square witha;; =0 fori # j

= represented as A = diag(ay, ..., a,) where a; are diagonal elements
0.2 0 0
diag(0.2,-3,1.2)=| 0 -3 0
0 0 1.2

4 0 0 4 0 0
3 -1 0|, 0 -1 0
-1 5 =2 -1 0 -2

Upper triangular matrix: square with a;; = 0 fori > j

(a triangular matrix is unit upper/lower triangular if a;; = 1 for all i)

matrices 18



Transpose of a matrix

transpose of an m X n matrix A is the n X m matrix (A T),-j =aj;:

= example:

0 4 717 0 0
o3 1| T|*3
7 1
= rows and columns of A are transposed in AT
Properties
. (A0) =4
= the transpose of a block matrix (shown for a 2 X 2 block matrix)
T T T
A B | AT C
c pD| | BT DT

- A, B,C, and D are matrices with compatible sizes
— concept holds for any number of blocks

matrices 19



Symmetric matrices

a square matrix A is symmetric if

A=AT
-a;jzaj,-
= examples:
4 3 =2 4+3j
3 -1 51, 3-2j
-2 5 0 0

matrices
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Matrix addition
sum of two m X n matrices A and B

aii+bn aig +bi2

as1 +ba1  az +ba
A+B= )

Am1 +bm1 Ao+ by

0 4 7 + 1 2 21 |1
0 3 1 3 0 4| |3
matrix subtraction is similar:
1 6 = 0 6
9 3 19 2

(here we had to figure out that I must be 2 X 2)

Example

matrix operations

ain + bln
azn + bap

Amn + bmn

6 9
3 5

21



Properties of matrix addition

=« commutativity: A+ B=B+ A
= associativity: (A+ B)+C=A+ (B+C),,sowecanwrittas A+ B+ C
= addition with zero matrix: A+ 0=0+A=A

w transpose of sum: (A + B)T = AT+ BT

matrix operations

22



Scalar-matrix multiplication

scalar-matrix product of m X n matrix A with scalar § is entry-wise

Bann  PBaiz - Bai, |
Baz1  Pasz - Paz,

BA =

Baml ﬂam2 Bamn ]

for example, 7
1 6 9 -2 =12 -18

(=2) [3 6 0] [—6 -12 0 |

Properties: for matrices A, B, scalars 3,y

w transposition: (BA)T = BAT
= associativity: (8y)A = B(yA)

= distributivity: (8 +y)A = BA+yA and B(A + B) = BA + BB

n0-A=0;1-A=A

matrix operations



Matrix-vector product

product of m X n matrix A with n-vector x

ai1xX1 +aiexg + -+ aipXa bTx
as1X1 + dgeXxo + -+ + dopXy 1
Ax = = :
) bl x
Am1X1 + amaXo + -+ + AmnXn

. biT is ith row of A

= dimensions must be compatible (number of columns of A equals the size of x)

= Ax is a linear combination of the columns of A:
X1
X2

Ax:[ a, as -+ ap ] ) =X141 +Xoas + -+ + X,ay
Xn
each a; is an m-vector (ith column of A)

matrix operations
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Properties of matrix-vector multiplication

for matrix A, vectors u, v and scalar «

= associativity: (¢A)u = A(au) = a(Au) (we write @ Au)
w distributivity: A(u+v) = Au+ Avand (A + A)u = Au + Au

w transposition: (Au)T = uTAT

matrix operations
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General examples

= Ox =0, i.e., multiplying by zero matrix gives zero

= Ix = x, i.e., multiplying by identity matrix does nothing

= inner product a™b is matrix-vector product of 1 X n matrix a” and n-vector b
» Aej =aj , the jth column of A [(ATe;)T = eTA is ith row]

» the m-vector A1l is the sum of the columns of A

matrix operations
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Matrix multiplication

product of m X n matrix A and n X p matrix B
C=AB
is the m X p matrix with i, j element
Cij = aitb1j + ajzbaj + - + ainby;

= to get ¢;; : move along i th row of A, j th column of B

= dimensions must be compatible:
#columns in A = #rows in B

= to find i, j entry of the product C = AB, you need the ith row of A and the jth
column of B

— form product of corresponding entries, e.g., third component of ith row of A and third
component of jth column of B
— add up all the products

matrix operations
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Examples
example 1:
1 6//0 -1 |-6 11
9 3f[-1 2| |-3 -3
for example, to get 1, 1 entry of product:

c11 = anby +aiabg = (1)(0) + (6)(~1) = -6

example 2:

matrix operations
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Special cases of matrix multiplication

= scalar-vector product (with scalar on right!) xa
= matrix-vector multiplication Ax

outer product of m-vector a and n-vector b

(llbl a1b2 Cllbn
abT— Clgbl d2b2 agbn
amby ambs - aub,

multiplication by identity Al = Aand [A = A

matrix operations

29



Inner product

u is a row vector (1 X n matrix) and v is a column vector (n X 1), then their product is

uv =uivy+ - +uUyvp

= ascalar

= a special case of matrix multiplication

Inner product: for two n-vectors, a and b, the inner product or dot product is

{(a, b) =a’b =aib1+ - +a,b,

for example
117 [-2
-2 6 | =(2)(-2)+ (-2)(6) + (0.5)(4) =-14
0.5 4

matrix operations 30



Matrix powers

= if matrix A is square, then product AA makes sense, and is denoted A2
= more generally, k copies of A multiplied together gives Ak

AR=AA-.- A
[
k

by convention we set A = |
= (non-integer powers like A2 are tricky — that’s an advanced topic)

= we have A¥Al = Ak

matrix operations
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Properties of matrix-matrix product

= associativity: (AB)C = A(BC) so we write ABC
= associativity with scalar multiplication: (yA)B = y(AB) = yAB
» distributivity with sum:

A(B+C)=AB+AC, (A+B)C=AC+BC
a transpose of product: (AB)T = BTAT

= not commutative: AB # BA in general; for example,

-1 0 0 1 + 0 1 -1 0
0 1 1 0 1 0 0 1
order of multiplication is important

x 0A =0, A0 = 0 (here 0 can be scalar, or a compatible matrix)

n A=A A=A

matrix operations 32



Product of block matrices

block-matrices can be multiplied as regular matrices

Example: product of two 2 X 2 block matrices
[ AW + BY

A B
Cc D CW+DY

if the dimensions of the blocks are compatible

w X
Y Z

matrix operations

AX+BZ
CX+DZ

33



Column and row representations

Column representation

= Aism X p, Bis p X n with columns b;
AB=A[ by by - by |=] Abi Ab,
= s0 AB is ‘batch’ multiply of A times columns of B
Row representation

= with al.T the rows of A

alB (BTCM);
ap=| @ || (BT
alB (BTam)T

« rowiis (BTa;)T

matrix operations

Ab, |
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Matrix determinant

if A'is an n X n matrix, then the i jth submatrix of A, denoted by A;;, is the
(n=1) X (n — 1) obtained by deleting row i and column j of A; for example,

1 2 3
N e
7T 8 9

A=

Determinant: pick any value of i (i = 1,2, ..., n) and compute

n

det(A) = Z(_l)iﬁ det(A;;)ai;
Jj=1

= det(A;;) is called the minor of element a;
» (—1)™/ det(A;;) is called the cofactor of element a; ;

determinant and inverse
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Example

a) for a scalar matrix A = [a11], we have det(A) = aq;
b) for a 2 X 2 matrix, the determinant is

aiz| _
=dajidgz —d21d12

det(A) = det [““
asy

c) for the matrix A =

~ e =
co Ot N
© o w

— we have fori =1

5 6 4 6 4 5
A11—[8 9], 1“12—[7 9], A13—[7 8]

— thus, the determinant is

det(A) = (-1)%a11 det(A11) + (-1)3a12 det(A12) + (=1)*a13 det(A13)
=ar1det(A11) —aiadet(A12) + a3 det(A13)
= 1(=3) = 2(=6) +3(~3) = 0

determinant and inverse
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Properties of determinants
= multiplication of a single row/column by a constant: if a single row or column of a
matrix, A, is multiplied by a constant, ¢, forming the matrix, A, then
det A = cdet A
= multiplication of all elements by a constant
det(cA) =c"det A

= transpose
det AT=det A

» determinant of the product of square matrices

det AB =det Adet B
det AB = det BA

determinant and inverse 37



Inverse

the matrix A~! is said to be the inverse of the n X n matrix A if it satisfies

AAT =A"A=,

» if A has an inverse, it is called invertible or nonsingular
= invertible matrices must be square
= for a non-zero scalar g, inverse x satisfyax =1 = x=1/a =a™"

= a square matrix A is invertible if and only if det(A) # 0

» if A doesn’t have an inverse, it's called singular or noninvertible

determinant and inverse
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Example
a) the identity matrix I is invertible, with inverse 1~! = I since (1) = I

b) any 2 X 2 matrix A is invertible if and only if a11a22 # a1z2a21, with inverse

-1
Al = ailz a2 _ 1 dagz —di2
agzl a2 aii1doo —di12d21 —daz1 aii
for example
1 -1 12 1
1 2 “3|-1 1
the matrix

does not have an inverse; let’s see why:

a bl|1 -1 |a-2b -a+2b
c d||-2 2| |c-2d -c+2d

9

determinant and inverse 39
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c) adiagonal matrix

0 0 - du
is invertible if and only if d;; # Ofori =1, ...,n, and
1/dq4 0 0
D1 0 1/das - 0
0 0 - 1/dun

determinant and inverse 40



Properties of inverse

» (A"H)71 = A, ie, inverse of inverse is original matrix (assuming A is invertible)

(AB)™! = B~'A~! (assuming A, B are invertible)

(AT)™1 = (A=) T (assuming A is invertible)

(aA)™! = (1/a)A~! (assuming A invertible, a # 0)

= if y = Ax, where x € R™ and A is invertible, then x = A‘ly:
Aly=A""Ax=Ix =x
= let A be a square invertible matrix, then
(A7) = (A7

for any integer p

determinant and inverse 41
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Linear functions

= f:R" - R™ means f is a function mapping n-vectors to m-vectors

= value is an m-vector f(x) = (f1(x),..., fm(x))

= example: f(x) = (xf,xQ —x1,x2)is f: R? = R3

Linear function f : R" — R is linearif it satisfies superposition properties:
= homogeneous (scaling): for any n-vector x, any scalar @, f(ax) = af(x)

= additive: for any n-vectors u and v, f(u+v) = f(u) + f(v)
Example: f(x) = y, where

X3 — 2X1

x = (x1,x2,%3), y= 3, — 20

let's check scaling property:

X3 — 2)61

e I E e

P =13 (axy) - 2(ax)| =

linear equations 42



Matrix multiplication and linear functions

general example: f(x) = Ax, where A is m X n matrix
= scaling: f(ax) = A(ax) = aAx = af(x)
= superposition: f(u+v) =A(u+v) =Au+Av = f(u) + f(v)

s0, matrix multiplication is a linear function

Converse

= every linear function y = f(x), with y an m-vector and x and n-vector, can be
expressed as y = Ax for some m X n matrix A

= you can get the coefficients of A from a;; = y; whenx = ¢;

linear equations
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Linear equations

an equation in the variables x1, . . ., x, is called linear if each side consists of a sum
of multiples of x;, and a constant, e.g.,

1 + X9 = X3 — 2)61
is a linear equation in x1, xa, x3
Systems of linear equations: m linear equations in n variables x1, ..., X,:

aijlxy +ajexe + -+ aipxy = bl

as1X1 + ageXxo + -+ + dopxX,y = b2

Am1X1 + QpoXo + - + AnXn = by

= can express compactly as Ax = b
= a;; are the coefficients; A € R™*" is the coefficient matrix
= b € R™ is called the right-hand side

= may have no solution, a unique solution, infinitely many solutions

linear equations 44



Classification of linear equations

Ax=b

s under-determined if m < n (A wide; more unknowns than equations)
= squareif m = n (A square)

= over-determinedif m > n (A tall; more equations than unknowns)

linear equations
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Example

two equations in three variables x1, x2, x3:
1+x2 = X3 —2)61, X3 = X2 -2

= step 1: rewrite equations with variables on the lefthand side, lined up in columns,
and constants on the righthand side:

2x1 +x9 —x3 = -1
Ox1 —xo +x3 -2

(each row is one equation)

= step 2: rewrite equations as a single matrix equation:

X
2 1 -1 xl -1
0 -1 1[[|7? |2
X3
— ith row of A gives the coefficients of the ith equation
- jth column of A gives the coefficients of x ; in the equations

— ith entry of b gives the constant in the ith equation

linear equations
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Solving square linear equations

= suppose we have n linear equations in n variables x1, . . . , X,

= compact matrix form: Ax = b, where A is an n X n matrix, and b is an n-vector
o . . e -1 .

= suppose A is invertible, i.e., its inverse A~ exists

= multiply both sides of Ax = b on the leftby A~ !:
Al (Ax)=A"1p
= lefthand side simplifies to A™'Ax = Ix = x, so we've solved the linear equations:

x=A"1

linear equations 47



Square linear equation

set or system of n linear equations with n variables x1, ..., x,:

aiix1 +aiexe + - +aipx, = b1

ag1X1 +ageXo + - +dopX, = bQ

Ap1X1 + apoXxo + - + dppxn = by

= scalars a;; are called coefficients
= the numbers b; are called right-hand-sides

Matrix notation

Ax=b

= the n X n matrix A is called the coefficient matrix
= the m vector b is called the right-hand side

linear equations 48



Cramer’s rule

if det(A) # 0, then the square linear system Ax = b has a unique solution

x=A"1

we can find the solution using Cramer’s formula

_ Dyl

=—, k=1,2,...,n
|A|

Xk

= Dy is the matrix obtained replacing the kth column of A by b
= from Cramer’s formula (with some algebra), we have

det A11  detAop -+ detA;;
1 1 det A12  det Ago -+ det Ay
"~ detA : :
det Ay, detAo, -+ detA,
adj A

A;j,isthe (n — 1) X (n — 1) obtained by deleting row i and column j of A

linear equations
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Example: Cramer’s rule

0.3x1 + 0.52x2 + x3 = —0.01
0.5x1 +x9 + 1.9x3 = 0.67
0.1x1 +0.3x2 + 0.5x3 = —0.44
the determinant can be written as

03 052 1
|A| =10.5 1 1.9
0.1 03 0.5
the minors are:
1 1.9
Al = 03 05~ 1(0.5) = 1.9(0.3) = -0.07
0.5 1.9
Ao = 01 05— 0.5(0.5) — 1.9(0.1) = 0.06
0.5 1
A3 = 01 03~ 0.5(0.3) = 1(0.1) = 0.05

linear equations
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Example: Cramer’s rule

|A] = 0.3(=0.07) — 0.52(0.06) + 1(0.05) = —0.0022

Solution using Cramer’s rule

-0.01 052 1
0.67 1 19
-0.44 0.3 0.5 0.03278

X = - = _149
~0.0022 Z0.0022
0.3 -0.01 1
05 0.67 1.9
0.1 -0.44 05|  0.0649
— = = —295
*2 ~0.0022 Z0.0022
0.3 052 —-0.01
05 1 067
0.1 0.3 -044 —poa
_ 004356 _ o

3= 20.0022 T 200022

linear equations
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Linear equations with non-inveretible matrix

when A isn't invertible, i.e., inverse doesn’t exist

= one or more of the equations is redundant (i.e., can be obtained from the others)

= the equations are inconsistent or contradictory

in practice: A isn't invertible means you've set up the wrong equations, or don’t have
enough of them

linear equations 52



Solving linear equations in practice

= to solve Ax = b (i.e., compute x = A~'b) by computer, we don’t compute A~ !,
then multiply it by b (but that would work!)

= practical methods compute x = A~1b directly, via specialized methods (studied in
numerical linear algebra)

= standard methods, that work for any (invertible) A, require about 7% multiplies &
adds to compute x = A~1b

= but modern computers are very fast, so solving say a set of 1000 equations in
1000 variables takes only a second or so, even on a small computer

= ... which is simply amazing

linear equations 53
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